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\section*{Abstract}
Link prediction is an important task in complex network analysis and can be found in many real-world applications such as recommendation systems, information retrieval, and marketing analysis of social networks. This paper focuses on studying the evolution mechanism of real-world temporal networks. Specifically, given a set of temporal links during a fixed time window, how to predict the existence of links at any point in the future. To address this problem, we propose a novel semi-supervised learning framework, which integrates both survival analysis and game theory. First, we carefully define the ε-adjacent network sequence, and make use of time stamp on each link to generate the baseline network evolution sequence. Next, to capture the law of network evolution, we employ the Cox Proportional Hazard Model (Cox PHM) to study the relative hazard associated with each temporal link, so as to estimate the coefficients of covariates, which are defined as a set of neighborhood based proximity features. To narrow the area of inquiry, we further propose a game theory based two-way selection mechanism to predict the future network topology. We finally encapsulate these two new technologies in a robust Autonomy-Oriented-Computing (AOC) multi-agent system, and propose a paralleled algorithm to conduct the temporal link prediction task. Extensive experiments were applied to real-world temporal networks to demonstrate both effectiveness and scalability of the proposed approach.

© 2019 Elsevier Inc. All rights reserved.

\section*{1. Introduction}
To understand the collective behaviors among human beings, many studies have focused on analyzing the network data extracted from websites, online social platforms, and/or location based online social networks. In such networks; nodes represent actors, researchers or partners; and links indicate the cooperation or friendship among network participants. One of the most challenging tasks is to infer when a pair or even a group of people are in proximity in the near future, which is often referred to as the Link Prediction Problem in the literate \textsuperscript{[11,22,23]}. Link prediction is not only important for understanding and capturing the evolution rules of real-world networks but also useful in many applications, such as recommending collaborators in a scientific network \textsuperscript{[14]}, predicting interactions between pairs of proteins \textsuperscript{[17]}, or recommending friends in social networks \textsuperscript{[19]}.
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Broadly speaking, link prediction mainly addresses two types of problems: link existence and future link prediction. The former focuses on analyzing the network structures and gathering information about the links between various nodes. While the latter focuses on the problem of inferring future links in the underlying network [11]. Most traditional link prediction research focused on analyzing static networks, i.e., networks built as the results of aggregation of information over a certain period of time, where the network topology does not change over time. In fact, many real-world networks often have inherent uncertainty that is related to network participants that are constantly changing and evolving [1,2]. In such temporal networks, the underlying temporal information can be denoted by the timestamps of links. By choosing a set of consequent and/or overlapped observation windows, one can obtain a network evolution sequence. The circles A and B in Fig. 1 show a hypothetical example of such a network evolution sequence, which is constructed by six users (e.g., \( V = \{1, 2, 3, 4, 5, 6\} \)) in an online social network. In each observation window, a different network characterizes the structure of interactions among the six participants. For example, link \( \langle 1, 3 \rangle \) exists in the initial network if and only if users 1 and 3 have interacted with each other during the first time window. By observing the network dynamics from \( E^t \) to \( E^{t+1} \), old links could disappear from \( E^t \) (i.e., link \( \langle 2, 5 \rangle \)) and new links can be established in \( E^{t+1} \) (i.e., link \( \langle 1, 2 \rangle \)). We note that both of the two types of events are common in real-world temporal networks. To perform link prediction in this scenario, we treat the network evolution sequences in circles A and B as training and testing data, respectively. By analyzing the network evolution sequence in the training data, the underlying link dynamics mechanism among a set of participants can be obtained. Then, we attempt to employ the learned link dynamics rules to predict the future network evolution. For example, circle C in Fig. 1 shows a predicted network evolution sequence, where most links are truly predicted (green) and some are falsely predicted (red and purple). To this end, the main goal of this study is to find an effective and efficient link prediction framework, which can bring the predicted network evolution sequence (circle C) to match the real one (circle B) as closely as possible.

Although plenty of work has been done in the direction of link prediction (see details in Section 2), there are still some issues which require more attention. First, to uncover the link dynamics rules in temporal networks, topological structure and time based information (i.e., timestamps of links) look like two independent heterogeneous data, which are difficult to effectively integrate. Although some time-conscious link prediction models have been proposed in the literature [30,36,41], the choice of priori distributions of the relationship establish time and/or the duration of an interaction in the statistical models requires a nontrivial expertise. Second, existing link prediction algorithms usually have high computational complexity, especially when predicting the potential links in large-scale temporal networks. How to reconcile the forecast accuracy and the computational complexity is still an open problem.

To address the above two challenges, we propose a novel solution framework based on survival analysis and game theory. In our proposed framework, the Cox Proportional Hazard Model (Cox PHM) is employed to uncover the link dynamics rules in temporal networks. When using the Cox PHM to find the likelihood of the existence of potential temporal links, its hazard function can nicely integrate topological features, the establishment time and the duration of the links. Moreover, one only needs to make parametric assumptions about the effects of topological features on the hazard function, but not about the shape of the hazard function itself. To conduct efficient link prediction, we further comprehend the link dynamics as the dynamic game played by two risk enthusiasts in a robust Autonomy-Oriented-Computing (AOC) multi-agent system. In such systems, the searching space of each agent is compressed to a small size as we only consider the local information in the corresponding projection network. The link dynamics identification process is carried out by all involved agents using a two-way selection mechanism. Specifically, any two agents will establish a new link with each other if and only if both of them are the optimal reconnected objects. Unlike existing approaches [20,42] which sort the proximity scores in decreasing order and choose a predefined number of links with top scores, the link dynamics process in our method can be executed...
by every agent independently. It is also worth noting that the designed link prediction algorithm based on our AOC system can nicely lead itself to parallelization, due to the fact that the topological feature update of every agent is independent of each other. The threefold contributions of this paper are summarized as follows:

- To describe the link dynamics in real temporal networks, we introduced the notion of the $\epsilon$-adjacent network sequence that can extract the network evolution sequence from the raw temporal dataset (i.e., a set of links with timestamps). By specifying the duration of the observation window (i.e., $\delta$) and the duration sliding rate (i.e., $\epsilon$), one can generate the baseline network evolution sequences in different time scales.
- To unfold the link dynamics rules in real temporal networks, we associated each temporal link with a set of neighborhood based proximity scores and a survival time (i.e., measuring how long such a link exists in the future). By using the Cox PHM, the probability that a pair of two nodes will be connected or disconnected in the future can be computed. To our best knowledge, this is the first work to study the evolution mechanism of real temporal networks from the perspective of survival analysis.
- To simulate the link dynamics in real temporal networks, we proposed a dynamic game model. Specifically, during each period, two payoff-matrices are locally updated, the element of which indicates the probability that a pair of nodes will be connected or disconnected in the future. By searching the pure Nash equilibrium in these two matrices, one can forecast the network topology in the near future. Experiments showed that the proposed link prediction approach performs well by measuring the alignment between the predicted network evolution sequence and the real one.

The remainder of this paper is organized as follows. In Section 2, we review some related work on link prediction. Section 3 gives the problem definition, and some background on survival analysis and game theory. Section 4 provides our solution framework for link prediction. In Section 5, we present an Autonomy-Oriented-Computing (AOC) system and the algorithmic details to predict the network evolution sequence. Experiments are conducted in Section 6 to evaluate performance of our approach. We, finally, conclude this paper in Section 7.

2. Related work

Due to its numerous applications in various network-centered domains, the problem of link prediction has been extensively studied in recent years, which can be classified into four main categories, namely, 1) unsupervised methods, 2) supervised methods, 3) probabilistic model based methods, and 4) latent space model based methods. Please refer to articles [11,22,23] for a more complete review in this field.

**Unsupervised Methods:** Unsupervised methods, also known as scoring approaches, quantify the likelihood of the potential links by utilizing the predefined proximity function to score the proximity for each pair of nodes. The proximity score can be computed using various types of topological similarity metrics (see details in [22]). Many of the unsupervised methods are based on the idea that two nodes are similar and more likely to form a link in the future if they are connected to similar neighbors. Apart from Common Neighbors, there are many other measures based on the neighborhood of the nodes, such as Jaccard Coefficient, Salton Cosine Index, Sorensen Index, and etc. Some other proximity metrics, i.e., Rooted PageRank, Katz, PropFlow and Local Path, are based on the path information, they assume that two nodes can be similar if they have less distance between them. Once the proximity scores are calculated, the prediction can be made by sorting the proximity scores in decreasing order and choosing a pre-defined number of links with top scores. For example, Liben-Nowell and Kleinberg [20] proposed one of the earliest topology-based prediction models, in which some proximity metrics, including Common Neighbors, Preferential Attachment, Katz, etc., are tested. In the work of Zhou et al. [42], nine neighborhood based proximity metrics are compared and the results show that the Common Neighbors possesses the best performance. As mentioned by Lee et al. [18], any scoring approach can be used alone or combined with other unsupervised methods. In many cases, the scoring approaches may serve as a starting point for more sophisticated link prediction approaches.

**Supervised Methods:** As the baseline of existing links is always available from the history of the network, link prediction can be treated as a binary classification problem in which each pair of nodes is an instance, and being positive or being negative is a class label which indicates whether the pair of nodes are connected or not. There exist a plethora of classification models for link prediction, such as Logistic Regression, SVM-Light, Decision Tree, Multilayer Perceptron Neural Network and Naive Bayes. Most of the existing attempts were made to combine the efforts of different topological similarity metrics in order to enhance the overall prediction performance of the approach. For example, Sharan and Neville [34] proposed a time varying relational classification model, which is basically a relational model. It can exploit information of dynamic relationships between entities to improve classification and prediction accuracy. Rossi and Neville [32] proposed an ensemble method for predicting temporal relational dependency for classification, which outperformed competing models that ignored temporal information. By using techniques of data mining and machine learning, O’Madadhain et al. [28] presented a link prediction method for event-based temporal networks. Although supervised methods are powerful since they can utilize various features and measures, how to deal with the class imbalance problem is still a challenging hurdle. Compared with unsupervised methods, supervised approaches also have the difficulties in feature selection and are limited by computational cost and limitation of capacity, therefore they are not suitable for large-scale or dynamic networks.

**Probabilistic Model based Methods:** Generally, the structural features of a network can be represented by a probabilistic function of the uncertainty on the links and the topology features of the network. Along this line, some researchers have
considered the use of various probabilistic models, such as Probabilistic Relational Model (PRM) [30], Local Probabilistic Model (LPM) [36] and Stochastic Relational Model (SRM) [41], to describe the uncertainty features of temporal networks. Tylen et al. [35] developed a graph based link prediction approach, which extends the LPM to include time awareness. Hanneke et al. [15] proposed a family of statistical models for dynamic link prediction by extending the exponential random graph model. Gao et al. [13] proposed a model that exploits multiple information sources in the dynamic network to obtain link occurrence probabilities. Barbieri et al. [4] presented a stochastic link prediction model on directed attributed graphs. In addition to predicting links, their model can also provide explanations for the detected links. A recent work proposed by Ahmed and Chen [1] transformed the link prediction problem in temporal uncertain network to a random walk in a deterministic network. By integrating the temporal and global topological information in temporal uncertain networks, their approach can achieve higher quality results than other similar methods.

**Latent Space Model based Methods:** Recent work has explored static latent space modeling for link prediction, which assumes that each node lies in an unobserved latent space, and interactions are more likely to occur between similar nodes in the latent space representation. To infer the latent space, matrix factorization approaches are often applied to observed networks to learn the low-dimension latent space representation. For example, Yang et al. [39] proposed a multiplicative algorithm with a random walk graph to solve the symmetric graph factorization problem. However, their approach performs poorly as the density of the input graph increases. Moreover, it does not scale well due to the high computation cost in each iteration. Zhu et al. [43] applied the symmetric matrix factorization approaches directly on the observed networks to infer low-rank latent spaces; in their work, a scalable block coordinate gradient descent algorithm was proposed. In addition to matrix factorization approaches, Yin et al. [40] proposed an efficient stochastic variational inference algorithm and a parsimonious triangular model to infer the latent spaces of large networks. Xie et al. [38] proposed a label propagation-based approach that incrementally detects latent positions at each period with conditional updates on a set of affected nodes. Sarkar and Moore [33] generalized the classical multidimensional scaling to get an initial estimate of the positions in the latent space, and then applied nonlinear optimization directly to obtain the latent space representation.

### 3. Preliminaries

In this section, we will first give the problem definition, and then revisit Scoring Methods, Survival Analysis and Game Theory for explaining some basic concepts.

#### 3.1. Problem definition

Many real-world systems, such as those arising from biological and social interactions, can be modeled by networks. In such networks, each node represents a participant, and the links represent the existence of connections between nodes. Usually, real-world networks are not static as the links between objects dynamically change over time. Such temporal networks can be represented by a series of temporal links [16]. Formally, a temporal network $\mathcal{T}$ is a collection of tuples $\langle i_p, j_p, \tau_p \rangle$, $p = 1, 2, \cdots, M$, where a specific $\langle i_p, j_p, \tau_p \rangle$ tuple can be viewed as a temporal link, indicating that nodes $i_p$ and $j_p$ are connected at timestamp $\tau_p$.

**Definition 1. Induced Static Network:** For a given collection of temporal links in the time window $[t_s, t_e]$, where $t_s$ and $t_e$ are the start and end timestamps of such window. The induced static network $G^t$ is created by ignoring timestamps and duplicate links.

In other words, a link $(i, j)$ exists in the static network $G^t$ if and only if there is a temporal link $\langle i_p, j_p, \tau_p \rangle$ in the time window $[t_s, t_e]$ (i.e., $t_s < \tau_p < t_e$). Inspired by the recently proposed methodology for analyzing temporal networks [29], the $\delta$-temporal motif can be defined as follows:

**Definition 2. $\delta$-Temporal Motif:** A $\delta$-temporal motif during period $t$ is a sequence of time ordered temporal links $M^t(\delta) = \langle t_0, j_1, t_2, \cdots, t_{p}, j_{p+1}, t_{p+2} \rangle$, within a $\delta$-duration, i.e., $t_0 \leq \cdots \leq t_{p}$ and $\delta = t_{p+1} - t_0$, such that the induced static $\delta$-network $G^t(\delta) = (V^t(\delta), E^t(\delta))$, $E^t(\delta) \subseteq V^t(\delta) \times V^t(\delta)$ is connected.

The above definition provides a template for a particular pattern, an elusive question is - how those node pairs $V(i, j) \in V^t(\delta) \times V^t(\delta)$ evolve in the future. To answer this question, a novel concept of $\varepsilon$-adjacent is introduced as follows:

**Definition 3. $\varepsilon$-Adjacent:** Given two overlapping $\delta$-durations, i.e., $[t_0, t_e]$ and $[t'_0, t'_e]$, such that $t_e - t_0 = t'_e - t'_0 = \delta$ and $t_0 \leq t'_0 \leq t_e \leq t'_e$, the duration sliding rate, denoted by $\varepsilon$, is defined as $\varepsilon = \frac{t'_0 - t_0}{\delta}$. In this context, we say that the static network $G^t$ is $\varepsilon$-adjacent to $G'^t$ (Note that $G^t$ and $G'^t$ may be unconnected).

Given a snapshot of the static network $G^t$, the dynamics from $G^t$ to its $\varepsilon$-adjacent network $G'^t$ can be described by three aspects, as shown in Fig. 2: 1) the missing links from $G^t$; 2) the reconnected links between any two nodes in $G^t$; and 3) the new links ended by at least one external unknown node. We remark that the last aspect is unpredictable in many real-world applications, due to the great randomness of the external information. In this paper, we assume that nodes present across all periods are fixed. Formally, given an initial static network derived by some $\delta$-temporal motif, the $\varepsilon$-adjacent network sequence is defined as follows:
Definition 4. $\epsilon$-Adjacent Network Sequence: The $\epsilon$-adjacent network sequence, starting from an initial $\delta$-network $G^0(\delta) = (V, E^0)$, is a sequence of coupled static networks, i.e., $\Gamma^\epsilon(G^0(\delta)) = \{G^1, G^2, \ldots\}$, such that for every $t \geq 1$: 1) $G^{t-1}$ is $\epsilon$-adjacent to $G^t$; 2) $V^t \subseteq V$, $E^t \subseteq V \times V$.

In the following sections of this paper, we will sometimes write a network snapshot $G^t$ as $E^t$ to emphasize node connection during period $t$. To further emphasize network dynamics from $G^{t-1}$ to $G^t$, the missing and reconnected links w.r.t. $G^{t-1}$ are denoted by $M^t$ and $R^t$, respectively. With these notations, we have $M^t = E^{t-1} - E^t$ and $R^t = E^t - E^{t-1}$. Thus, the problem of link prediction is formally defined as follows:

Problem 1 (Link Prediction). Given an initial static network derived by some $\delta$-temporal motif $G^0(\delta)$, the problem of link prediction is to generate a predicted network evolution sequence, i.e., $\hat{\Gamma}(G^0(\delta)) = \{\hat{E}^1, \hat{E}^2, \ldots\}$, such that for every $t \geq 1$, the predicted $\hat{E}^t$ can match some snapshot network in the real $\epsilon$-adjacent network sequence (e.g., $E^t \in \Gamma^\epsilon(G^0(\delta))$) as well as possible.

3.2. Scoring methods

The most straightforward approaches for solving the link prediction problem are the so-called scoring methods. In scoring methods, a number of proximity functions that measure the similarity (or proximity) between the participants of the network are defined. Along this line, each node pair of the network is assigned with a certain score by a given proximity function, and the score itself can represent the probability of the existence of the link. In the literature, the proximity functions can be defined in various ways, with each method designed to reflect a specific aspect of the network topology, such as the number of neighbors, the distance, and/or the communities. Once the link scores are calculated, the prediction can be made by sorting the link scores in decreasing order and choosing a predefined number of links with top scores.

Consider a general undirected and unweighted attributed graph $G = (V, E, \mathbf{L})$, where each node $i \in V$ is associated with a set of neighbors (e.g., $N_i = \{j : (i, j) \in E\}$). We expect that the higher two nodes’ topological similarity index is, the more likely they may exhibit a future link. In existing literature, topological similarity indices may be characterized by local, quasi-local, or global measures. Since global similarity measures are computationally laborious for large networks, in this paper, we only consider the neighborhood-based similarities:

Definition 5. Neighborhood based Proximity Functions: Our proximity functions are chosen from some well known neighborhood-based similarities in [22]:

- **Common Neighbor Index (CN):** $\lambda_{ij}^{\text{CN}} = |N_i \cap N_j|$.
- **Jaccard Coefficient (JC):** $\lambda_{ij}^{\text{JC}} = \frac{|N_i \cap N_j|}{|N_i \cup N_j|}$.
- **Salton Index (Sa):** $\lambda_{ij}^{\text{Sa}} = \frac{|N_i \cap N_j|}{\sqrt{|N_i||N_j|}}$.
- **Sorensen Index (So):** $\lambda_{ij}^{\text{So}} = \frac{2|N_i \cap N_j|}{|N_i| + |N_j|}$.
- **Hub Promoted Index (HP):** $\lambda_{ij}^{\text{HP}} = \frac{|N_i \cap N_j|}{\max(|N_i|, |N_j|)}$.
- **Hub Depressed Index (HD):** $\lambda_{ij}^{\text{HD}} = \frac{|N_i \cap N_j|}{\min(|N_i|, |N_j|)}$.
- **Leicht-Holme-Newman Index (LN):** $\lambda_{ij}^{\text{LN}} = \frac{|N_i \cap N_j|}{|N_i||N_j|}$.
- **Preferential Attachment Index (PA):** $\lambda_{ij}^{\text{PA}} = |N_i||N_j|$.
- **Adamic-Adar Index (AA):** $\lambda_{ij}^{\text{AA}} = \sum_{k \in N_i \cap N_j} \frac{1}{|N_k|}$.
As mentioned by Lee et al. [18], any proximity function can be used alone or combined with other scoring methods. Typically, the scoring method may serve as a starting point for more sophisticated link prediction approaches.

3.3. Survival analysis

Survival analysis [24] models the time it takes for events to occur. The prototypical event is “death” in the medical field, from which the notion of “survival analysis” derives, but the applications of survival analysis are much broader. Essentially the same methods are employed in a variety of disciplines under various rubrics, i.e., “event-history analysis” in sociology and “failure-time analysis” in engineering.

Let $T$ denote the survival time, which can be regarded as a random variable with cumulative distribution function $P(t) = Pr(t \leq T)$. The more optimistic survival function $S(t)$ is the complement of the distribution function, i.e., $S(t) = Pr(t > T) = 1 - P(t)$. The representation of the distribution of survival times is the so-called hazard function, which assesses the instantaneous risk of demise at the time interval $[t, t + \Delta t]$, conditional on survival to or beyond $t$, which is defined as

$$h(t) = \lim_{\Delta t \to 0} \frac{Pr(t \leq T \leq t + \Delta t | T > t)}{\Delta t}. \quad (1)$$

Survival analysis typically examines the relationship of the survival distribution to a set of features (or covariates). Most commonly, this examination entails the specification of a linear-like model for the log hazard. In the literature, the most commonly used model for survival analysis is the Cox Proportional Hazard Model (Cox PHM) [21]. Formally, let $\Omega = \{\Omega_p : p \in [1, N]\}$ be a typical survival dataset that consists of $N$ observation samples (or subjects). Each sample in $\Omega$ can be represented by a three-tuple, i.e., $\Omega_p = (T_p, \delta_p, \mathbf{F}_p)$, where $T_p$ denotes the survival time for the $p$th subject, $\delta_p$ is the $0 \sim 1$ binary censoring indicator, and $\mathbf{F}_p = (f_{p1}, f_{p2}, \ldots, f_{pd})^T \in \mathbb{R}^d$ is the feature vector associated with the $p$th subject, respectively. The Cox PHM formulates the hazard function $h(t|\mathbf{F}_p)$ for the $p$th subject as

$$h(t|\mathbf{F}_p) = h_0(t) \exp(\mathbf{W}^T \mathbf{F}_p). \quad (2)$$

where $h_0(t)$ is the unspecified baseline hazard function, representing how the hazard changes with time; $\mathbf{W} = (w_1, w_2, \ldots, w_d)^T \in \mathbb{R}^d$ is the vector of unknown regression coefficients. Usually, the coefficient vector $\mathbf{W}$ can be estimated by maximizing the partial likelihood as follows

$$\Omega(\mathbf{W}) = \prod_{p=1}^{N} \left( \frac{\exp(\mathbf{W}^T \mathbf{F}_p)}{\sum_{q \in R(t_p)} \exp(\mathbf{W}^T \mathbf{F}_q)} \right)^{\delta_p}, \quad (3)$$

where $t_p$ is the time unit that the $p$th subject suddenly “dies” (in different application scenarios, the term “dies” can be also interpreted as some event suddenly happens); $R(t_p)$ is the set of subjects which are observed to be suddenly “died” at the time unit $t_p$. Taking the logarithm, we have

$$\log \Omega(\mathbf{W}) = \sum_{p=1}^{N} \delta_p \left( \mathbf{W}^T \mathbf{F}_p - \log \sum_{q \in R(t_p)} \exp(\mathbf{W}^T \mathbf{F}_q) \right). \quad (4)$$

Obviously, $\log \Omega(\mathbf{W})$ only considers probabilities for subjects who fail; but does not consider probabilities for censored subjects explicitly. Similar to the Logistic regression, one can solve the $\log \Omega(\mathbf{W})$ maximization problem by using the Newton–Raphson method. The resultant maximum partial log-likelihood estimator, i.e., $\mathbf{W}^*$ can be learned by

$$\mathbf{W}^* = \arg_{\mathbf{W} \in \mathbb{R}^d} \max \log \Omega(\mathbf{W}). \quad (5)$$

The Cox PHM is often called semi-parametric prediction: one only needs to make parametric assumptions about the effects of the features on the hazard function, but not about the shape of the hazard function itself. This is an important and appealing feature of the Cox PHM. If we were interested only in the hazard ratios, we could disregard distributional assumptions about the event times. In other words, we assume that any two hazard rates predicted by the model are proportional over time. More formally, the relative hazard for any two observations $p$ and $q$ must obey the following relationship:

$$\frac{h(t|\mathbf{F}_p)}{h(t|\mathbf{F}_q)} = \frac{h_0(t) \exp(\mathbf{W}^T \mathbf{F}_p)}{h_0(t) \exp(\mathbf{W}^T \mathbf{F}_q)} = \frac{\mathbf{W}^T \mathbf{F}_p}{\mathbf{W}^T \mathbf{F}_q}. \quad (6)$$

Therefore, the relative risk, i.e., a proportionate increase or decrease in risk, w.r.t. subject $\Omega_p$ with the feature vector $\mathbf{F}_p$, can be defined as

$$\gamma(\mathbf{W}^*, \mathbf{F}_p) = \mathbf{W}^* \mathbf{F}_p. \quad (7)$$

3.4. Basic concepts of game theory

Consider a standard game with $K$-players, i.e., $\mathbf{P} = \{1, 2, \ldots, K\}$, let $S_\alpha = \{s^{1}_\alpha, s^{2}_\alpha, \ldots, s^{D_\alpha}_\alpha\}$ denote the set of $D_\alpha$ pure strategies associated with player $\alpha$, where $s^{g}_\alpha, g \in \{1, 2, \ldots, D_\alpha\}$ is the $g$th pure strategy of player $\alpha$. In a standard
game, each player has a utility function \( u_\alpha(\cdot) : S \to \mathbb{R} \) (to be maximized), where \( S = \prod_{\alpha=1}^{K} S_\alpha \) (\( \prod \) is the Cartesian product) denotes the set of joint strategies played by all players. A strategy point \( s \in S \) is a K-tuple, i.e., \( s = (s_1, s_2, \cdots, s_K) \), with each item \( s_\alpha \in S_\alpha \) associated with a pure strategy of \( \alpha \). While \( s_{-\alpha} \in S_{-\alpha} \) denotes the other players’ strategies, i.e., \( s_{-\alpha} = (s_1, s_2, \cdots, s_{\alpha-1}, s_{\alpha+1}, \cdots, s_K) \) and \( S_{-\alpha} = \prod_{\beta \neq \alpha} S_\beta \). With this notation, we will sometimes write a strategy point \( s \) as \( (s_\alpha, s_{-\alpha}) \) to emphasize player \( \alpha \)’s strategy.

**Definition 6. Nash equilibrium problem (NEP):** The NEP is the problem of finding a strategy point \( s^* \in S \) such that no player can unilaterally optimize the utility by changing her strategy, i.e.,

\[
   u_i(s_\alpha^*, s_{-\alpha}^*) \geq u_i(s_\alpha, s_{-\alpha}^*), \quad \forall s_\alpha \in S_\alpha, \tag{8}
\]

Such a point \( s^* \) is called a pure Nash equilibrium (PNE).

We refer the interested readers to [25,27] for a state-of-the-art introduction on standard game theory.

4. The framework of our solution

In this section, we give the details about how to combine the survival analysis and the game theory to solve the link prediction problem as introduced in Problem 1. The overall solution framework is shown in Fig. 3. We first employ the \( \epsilon \)-adjacent network sequence (see Definition 4) to extract the baseline network evolution sequence from real temporal network dataset. Then, we associate each temporal link with a set of neighborhood based proximity scores (see Definition 5); and further employ the Cox PHM to learn the relative hazard associated with each node pair, such relative hazard can be interpreted as the probability that a pair of two nodes will be connected or disconnected in the future. Finally, to reconcile the prediction effectiveness and the computational cost, we formulate the link prediction problem as a dynamic game, by locally searching the pure Nash equilibrium in the induced payoff-matrices, one can forecast the future network topology based on the current network snapshot and the corresponding projection network (see Definition 7) in a given time window.

4.1. Novel concepts w.r.t. link prediction

Although many works have been proposed during the last decade to predict the existence of a link in temporal networks, most of the existing approaches either focus on predicting the missing links or focus on the problem of reconnected link prediction. To effectively handle the two sub-tasks of link prediction, we introduce several novel concepts with respect to Problem 1 as follows.

**Definition 7. Multiplex Network Model:** The multiplex network w.r.t. the \( t \)th snapshot of an \( \epsilon \)-adjacent network sequence \( \Gamma^\epsilon (G^0(\delta)) = \{E^1, E^2, \cdots\} \), is a special type of multilayer network [26] with two layers:

\[
   \mathcal{M}^t(L) = \{E^t, P^t(L)\}, \tag{9}
\]
where $E^t \subseteq V \times V$ is the link set during period $t$, and $P^t(L) \subseteq V \times V$ denotes the link set of the corresponding projection network [12] of the latest $L$ networks ended by $G^t$, such that

$$
P^t(L) = \begin{cases} 
U_{t=0}^{E^t} & 0 \leq t < L - 1, \\
U_{t=L-1}^{E^{L-1} \cup \delta} & t \geq L - 1,
\end{cases}
$$

where $U(L \geq 1)$ is the time-window length, which can be user-specified. Thus the corresponding multiplex network sequence is represented as $MNS(L) = \{M^0(L), M^1(L), \ldots \}$ (see the schematic illustration of Fig. 3).

**Definition 8. Missing Link Sequence:** The missing link sequence w.r.t. a given $\epsilon$-adjacent network sequence $\Gamma^\epsilon(G^0(\delta))$ is defined as $\Gamma^M(G^0(\delta)) = \{M^1, M^2, \ldots \}$, such that $\forall t \geq 1$, $M^t = E^{t-1} - E^t$ (see the red dot dash lines in Fig. 3).

**Definition 9. Reconnected Link Sequence (RLS):** The reconnected link sequence w.r.t. a given $\epsilon$-adjacent network sequence $\Gamma^\epsilon(G^0(\delta))$ is defined as $\Gamma^R(G^0(\delta)) = \{R^1, R^2, \ldots \}$, such that $\forall t \geq 1$, $R^t = E^t - E^{t-1}$ (see the green dash lines in Fig. 3).

Based on the three important notions above, we remark that Problem 1 can be formulated as a semi-supervised classification problem: Given an $\epsilon$-adjacent network sequence $\Gamma^\epsilon(G^0(\delta))$, how to make use of the labeled instances in the related $\Gamma^M(G^0(\delta))$ and $\Gamma^R(G^0(\delta))$ to infer the classification rules for Missing Link Prediction (MLP) and Reconnected Link Prediction (RLP), respectively. As the entire training data could be timing-dependent, we attempt to employ the Cox PHM for the analysis of such early-failure data associated with time-varying networks.

### 4.2. Covariate Learning based on the Cox PHM

Given a specific link in the snapshot of network during period $t$, i.e., $(i, j)^t \in E^t$, we associate it with a set of features (or covariates) derived by the neighborhood based proximity functions (see Definition 5) over the corresponding static/projection network (e.g., $E^t$ or $P^t(L)$); we then observe how long (e.g., the number of periods) the two related nodes $(i$ and $j)$ can stay connected with each other in the future. In this way, we can generate a set of survival (or failure) data for missing link prediction. On the contrary, if we focus our attention on those unconnected node pairs, i.e., $(i, j)^t \notin E^t$; we can also collect a set of survival (or failure) data for reconnected link prediction. Finally, we can apply the Cox PHM on each dataset, to analyze all the selected features and further identify those which have significant effects on the disappearance and/or appearance of a specific link. We first introduce two survival data generation models as follows.

**Definition 10. Survival Data Generation Model for Missing Link Prediction (SDGM-MLP):** Given a multiplex network sequence $MNS(L) = \{M^0(L), M^1(L), \ldots \}$ and the corresponding missing link sequence $\Gamma^M(G^0(\delta)) = \{M^1, M^2, \ldots \}$, the survival data for MLP is defined as $\Omega^M = \{(T_p, F^M_p) \mid p \in [1, |\Sigma|M]|\}$. Each sample in $\Omega^M$ characterizes one missing link in $\Gamma^M(G^0(\delta))$, i.e., $(i, j)^p \in M^t$, which can be represented by a two-tuple $(T_p, F^M_p)$, where $T_p$ indicates the survival time of the corresponding connected node pair $(i, j)_p$, such that $(i, j)^p \in E^t$, $0 \leq t - T^M_p \leq l \leq t$; and $F^M_p$ is the feature vector associated with $(i, j)_p$, which is calculated according to the neighborhood based proximity functions (see Definition 5) on the static network $E^{t-T_p}$.

**Definition 11. Survival Data Generation Model for Reconnected Link Prediction (SDGM-RLP):** Given a multiplex network sequence $MNS(L) = \{M^0(L), M^1(L), \ldots \}$ and the corresponding reconnected link sequence $\Gamma^R(G^0(\delta)) = \{R^1, R^2, \ldots \}$, the survival data for RLP is denoted by $\Omega^R = \{(T_q, F^R_q) \mid q \in [1, |\Sigma|R]|\}$, where each sample characterizes one reconnected node pair in $\Gamma^R$, i.e., $(i, j)^q \in R^t$. Such node pair can be also represented by a two-tuple like $(T_q, F^R_q)$, where $T_q$ indicates the survival time of the corresponding unconnected node pair $(i, j)_q$, such that $(i, j)^q \notin E^t$, $0 \leq t - T^R_q \leq l \leq t$; and $F^R_q$ is the feature vector associated with $(i, j)_q$, over the projection network $E^{t-T_q}$.

In this paper, we focus our attention on the relative importance of covariates on the hazard, and employ the Cox PHM to find the maximum partial log-likelihood estimator. As the Cox PHM only considers probabilities for subjects who fail, but does not consider probabilities for censored subjects explicitly (see Eq. (4)); we thus ignore the censored subjects in Definitions 10 and 11. Therefore, given the survival datasets $\Omega^M$ and $\Omega^R$, the resultant maximum partial log-likelihood estimators for MLP ($\mathcal{W}^M$) and RLP ($\mathcal{W}^R$) can be learned by

$$\mathcal{W}^M = \arg\max_{W \in \mathcal{A}^M} \sum_p \left( W^T F^M_p \log \sum_{o \in \mathcal{R}(p)} W^T F^M_o \right) \tag{11}$$

and

$$\mathcal{W}^R = \arg\max_{W \in \mathcal{A}^R} \sum_q \left( W^T F^R_q \log \sum_{o \in \mathcal{R}(q)} W^T F^R_o \right). \tag{12}$$

respectively. Formally, let $\mathcal{A}^t = [A^t_{ij}] \in \mathbb{R}^{n \times n}$ denote the adjacency matrix of network $G^t$, where $A^t_{ij}$ equals 1 if $(i, j) \in E^t$ and 0 otherwise. For the sake of notational simplicity, let $F^M_{ij}$ and $F^R_{ij}$ denote the feature vectors associated with node pair $(i, j)$.
w.r.t. $E^t$ and $P^t(L)$ respectively. Based on the maximum partial log-likelihood estimators (see Eqs. (11) and (12)); the relative risks associated with node pair $(i, j)$ being unconnected/connected in period $t + 1$, are defined as

$$\theta^t_{ij} = A^t_{ij}(W_{ij}^{\text{M}^t})^T F^t_{ij}^{[M]},$$

and

$$\phi^t_{ij} = (1 - A^t_{ij} - \theta^t_{ij})(W_{ij}^{\text{R}^t})^T F^t_{ij}^{[R]},$$

respectively, where $o_{ij}$ is 1 if $i = j$ and 0 otherwise.

4.3. Link prediction based on game theory

In this paper, we formulate the link prediction problem as a dynamic game, which is played by two risk enthusiasts, i.e., $\alpha$ and $\beta$, in a discrete-time dynamic system (indexed by $t = 0, 1, \ldots$). During every period $t$, each speculator has the same strategy space, i.e., $S_\alpha = S_\beta = V = \{1, 2, \ldots, n\}$. To emphasize each speculator’s selection, let $i \in S_\alpha$ and $j \in S_\beta$ denote the strategies of $\alpha$ and $\beta$, respectively. In this context, a strategy point, i.e., $s^t = (i, j) \in V \times V$, can be also viewed as a node pair $(i, j)^t$ in network $G^t$; and the payoff-matrix during period $t$, denoted by $\Psi^t$, can be written as

$$\Psi^t = \begin{pmatrix}
  u_{i1}^t & \cdots & u_{in}^t \\
  \vdots & \ddots & \vdots \\
  u_{ni}^t & \cdots & u_{nn}^t
\end{pmatrix}$$

We further assume that for a given strategy point $(i, j)$, the two super speculators $\alpha$ and $\beta$ also have the same payoff values, such that $u_{ii}^t = u_{jj}^t$. In this way, the payoff-matrix $\Psi^t$ can be simplified as

$$\Psi^t = \begin{pmatrix}
  u_{11}^t & \cdots & u_{1n}^t \\
  \vdots & \ddots & \vdots \\
  u_{n1}^t & \cdots & u_{nn}^t
\end{pmatrix}$$

Thus, the set of PNEs (see Definition 6) associated with $\Psi^t$ can be solved by

$$\gamma^t = \{ (i, j) : \max_{i,j} u_{ij}^t = \max u_{ij}^t \}.$$  

implying that if $(i, j)$ is a PNE during period $t$, $u_{ij}$ must be the largest value in both $i$th row and $j$th column of the corresponding payoff-matrix $\Psi^t$.

Concerned with the original link prediction problem, one can defined $\Psi^t$ as $\Theta^t = [\theta^t_{ij}] \in \mathbb{R}^{n \times n}$ or $\Phi^t = [\phi^t_{ij}] \in \mathbb{R}^{n \times n}$. The corresponding sets of PNEs associated with $\Theta^t$ and $\Phi^t$ are then denoted by $\gamma^t_{[M]}$ and $\gamma^t_{[R]}$, respectively. Thus each element $(i, j)^t \in \gamma^t_{[M]}$ represents a pair of connected nodes, i.e., $i$ and $j$, that both are willing to break off their current relationship. On the contrary, each element $(i, j)^t \in \gamma^t_{[R]}$ implies that both $i$ and $j$ want to establish a new relationship with each other. Therefore, the network-transition function w.r.t. Problem 1 can be defined as the following form:

$$\gamma(E^t, \Theta^t, \Phi^t) = E^t - \gamma^t_{[M]} + \gamma^t_{[R]},$$

which can forecast the topology structure of the future network $E^{t+1}$, based on the current network $E^t$.

**Definition 12. Predicted Network Evolution Path (PNEP):** A PNEP w.r.t. Problem 1 is a sequence of static networks, i.e., $\Gamma^t(\Theta^t(\delta)) = \{E^1, E^2, \ldots\}$, such that for every $t \geq 1$, $E^t = \gamma(E^{t-1}, \Theta^{t-1}, \Phi^{t-1})$, where $\Theta^t(\delta)$ can be any arbitrary initial $\delta$-network.

**Assumption 1.** For every $t \geq 1$, the degree distribution of $G^t$ (or $E^t$) follows the power law distribution.

**Corollary 1.** With Assumption 1, the degree distribution of $G^t$ can be simplified as $p^t(k) = (a^t - 1)k^{-d^t}$, where $a^t > 1$ is the constant parameter to be estimated during period $t$.

**Proof.** Without loss of generality, let $p^t(k) = C^t k^{-d^t}$ denote the general form degree distribution of the static network during period $t$. To estimate $C^t$, the following condition must be established:

$$\int_{k_{\min}}^{\infty} p^t(k) dk = \int_{k_{\min}}^{\infty} C^t k^{-d^t} dk = \frac{C^t}{a^t - 1} k^{-d^t + 1}_{\min} = 1,$$

from which, rearranging terms, one obtains

$$C^t = (a^t - 1) k^{-d^t + 1}_{\min}$$

In many real induced $\delta$-networks, as $k_{\min} = 1$ (see Fig. 4), $C^t$ can be simplified as $a^t - 1$. The proof completes. $\square$

**Lemma 1.** Based on the network-transition functions (see Eqs. (17) and (18)) and Corollary 1, the expected probability for any arbitrary link $(i, j) \in E^t$ to be disconnected in period $t + 1$, is estimated to be $(\frac{a^t}{a^t - 1})^2$. 

Fig. 4. Degree distributions of the four induced δ-networks.

**Proof.** During every period $t$, the expected size of $\gamma^{[M]}$ can be written as

$$\text{Exp.(}|\gamma^{[M]}|) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{A_{ij}}{k_i^t k_j^t},$$

where $k_i^t$ and $k_j^t$ are the degree of nodes $i$ and $j$ during period $t$. Let $\epsilon_{ij}^t$ denote the expected probability for any arbitrary link $(i, j) \in E^t$ to be disconnected in period $t + 1$, which can be estimated by

$$\epsilon_{ij}^t = \text{Exp.(}|\gamma^{[M]}|) \approx \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{k_i^t k_j^t}}{n^2} = \left(\frac{\sum_{i=1}^{n} \frac{1}{k_i^t}}{n}\right)^2.$$

Based on Corollary 1, one can write $\frac{1}{n} \sum_{i=1}^{n} \frac{1}{k_i^t}$ as

$$\frac{1}{n} \sum_{i=1}^{n} \frac{1}{k_i^t} = \frac{1}{n} \int_{1}^{n} \frac{np(k)}{k} dk = \int_{1}^{n} (a^t - 1) k^{-d^t-1} dk$$

$$= \frac{a^t - 1}{a^t} - 1 - a^t \cdot \frac{1}{n^{-d^t}} \cdot \frac{1}{a^t}$$

Thus, $\epsilon_{ij}^t$ can be simplified as $(\frac{a^t - 1}{a^t})^2$, the proof completes. □

**Lemma 2.** Given that $\forall i, t$, $n \gg k_i^t$ and $d^t > 1$, the expected probability for any arbitrary node pair $(i, j) \not\in E^t$ to be connected in period $t + 1$, is estimated to be $(\frac{a^t - 1}{a^t})^2$.

**Proof.** During every period $t$, the expected size of $\gamma^{[R]}$ is denoted as

$$\text{Exp.(}|\gamma^{[R]}|) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1 - A_{ij}}{(n - 1 - k_i^t)(n - 1 - k_j^t)}.$$


**Table 1**

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{AOC}_{CLP} = { \mathcal{V}, t, \mathcal{L}, \mathcal{W}^{\mathcal{M}}, \mathcal{W}^{\mathcal{R}} }$</td>
<td>An AOC system for link prediction</td>
</tr>
<tr>
<td>$\tilde{\Gamma}(g^0(\delta)) = { \tilde{E}^1, \tilde{E}^2, \ldots }$</td>
<td>The predicted network sequence from an initial static network $g^0(\delta) = (\mathcal{V}, \mathcal{E}^0)$</td>
</tr>
<tr>
<td>$\tilde{N}_i^j = { j : (i, j) \in \tilde{E}^l }$</td>
<td>The neighbor set of node $i$ in the $l$th predicted network $\tilde{E}^l$</td>
</tr>
<tr>
<td>$\tilde{N}_i^j = { j : 2x \geq 0, t - L + 1 \leq x \leq t, (i, j) \in \tilde{E}^t }$</td>
<td>The neighbor set of node $i$ in the corresponding projection network $\tilde{\Gamma}(L)$</td>
</tr>
<tr>
<td>$\tilde{N}_i^{</td>
<td>i</td>
</tr>
<tr>
<td>$\tilde{\omega}<em>i^t = \arg \max</em>{j \in \tilde{N}<em>i^j} \theta</em>{ij}^t$</td>
<td>The most likely disappearing neighbor of node $i$ at time stamp $t + 1$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>i^t = \arg \max</em>{j \in \tilde{N}<em>i^j} \phi</em>{ij}^t$</td>
<td>The most likely emerging link ended by node $i$ at time stamp $t + 1$</td>
</tr>
<tr>
<td>$\tilde{\gamma}_{ij}^{tm} = {(i, j) : \max { \tilde{\omega}_i^t, \tilde{\eta}_i^t } = \max { \tilde{\omega}_j^t, \tilde{\eta}_j^t } }$</td>
<td>The predicted missing link set at time stamp $t$</td>
</tr>
<tr>
<td>$\tilde{\gamma}_{ij}^{tr} = {(i, j) : \max { \tilde{\omega}_i^t, \tilde{\eta}_i^t } = \max { \tilde{\omega}_j^t, \tilde{\eta}_j^t } }$</td>
<td>The predicted reconnected link set at time stamp $t$</td>
</tr>
</tbody>
</table>

similarly, let $\bar{e}_{ij}^t$ denote the expected probability for any arbitrary node pair $(i, j) \notin E^t$ to be connected in period $t + 1$, which can be estimated by

$$
\bar{e}_{ij}^t \approx \frac{\sum_{l = 1}^{n-1} \sum_{k = 1}^{n-1} \frac{1}{(n-1-k')}^2}{n^2} = \left( \frac{1}{n} \sum_{l = 1}^{n} \frac{1}{n-1-k'} \right)^2
$$

One can also simplifies $\frac{1}{n} \sum_{l = 1}^{n} \frac{1}{n-1-k'}$ as

$$
\frac{1}{n} \sum_{l = 1}^{n} \frac{1}{n-1-k'} = \frac{1}{n} \int_1^n \frac{n \bar{p}^t(k)}{n-1-k} dk = \frac{1}{n} \int_1^n \frac{\bar{p}^t - 1}{(n-1-k)\bar{p}^t} dk
$$

$$
= (\bar{p}^t - 1) \int_1^n \left( \frac{1}{n-1-k} \right) dk
$$

$$
= (\bar{p}^t - 1) \sum_{l = 1}^{n} \left( \frac{1}{(n-1)^l} \frac{1}{l \bar{p}^t} (n^{l-d^t} - 1) \right)
$$

$$
\approx (\bar{p}^t - 1) \frac{1}{n^{d^t}} \sum_{l = 1}^{n} \frac{1}{l} \frac{1}{\bar{p}^t}
$$

$$
\approx (\bar{p}^t - 1) \ln n
$$

Thus, $\bar{e}_{ij}^t$ can be simplified as $\left( \frac{(\bar{p}^t - 1) \ln n}{n^{d^t}} \right)^2$, the proof completes. □

**Corollary 2.** Based on Lemmas 1 and 2, the number of links in the evolutionary networks would be more likely to reduce continuously.

**Proof.** Without loss of generality, the ratio of reconnecting and missing links during period $t$ can be measured by

$$
\left( \frac{(\bar{p}^t - 1) \ln n}{n^{d^t}} \right)^2 \left( \frac{1}{n(n-1)-m^t} \right) \leq \frac{(\bar{p}^t \ln n)^2}{2m^t n^{2d^t} - 1} = \frac{(\bar{p}^t \ln n)^2}{(k)^t n^{2d^t} - 1},
$$

where $(k)^t$ denotes the average degree of network during period $t$; in most cases, the number of reconnected links will be less than that of missing links during the evolution, the proof completes. □

5. AOC system for link prediction

This section proposes an AOC system for link prediction (in short as AOCCLP henceforth). We first detail the environment of our AOC system and then present algorithmic details including the complexity analysis. Important terms and notations associated with AOCCLP are listed in Table 1 for easy reference.

5.1. Environment of AOC system

The proposed AOCCLP, denoted by $\mathcal{AOC}_{CLP}$, is formally defined as $\mathcal{AOC}_{CLP} = \{ \mathcal{V}, t, \mathcal{L}, \mathcal{W}^{\mathcal{M}}, \mathcal{W}^{\mathcal{R}} \}$, where $\mathcal{V} = \{ v_1, v_2, \ldots, v_n \}$ is the set of $n$ “intelligent” agents, each characterizes a node $i$ in the initial static network $g^0(\delta) = (\mathcal{V}, \mathcal{E}^0)$. $t$ is the system time,
L is the user-specified time window length, \( \hat{W}^{M \theta} \) and \( \hat{W}^{R \theta} \) are the maximum partial log-likelihood estimators for MLP and RLP, respectively. The goal of AOC\( ^{CLP} \) is to generate a predicted network sequence, i.e., \( \hat{\Gamma} ( \phi^0 (\delta) ) = \{ \hat{E}^1, \hat{E}^2, \ldots \} \), such that for every \( t \geq 1 \), the predicted \( \hat{E}^t \) could match some snapshot in the real \( \epsilon \)-adjacent network sequence (e.g., \( E^t \in \Gamma^\epsilon ( \phi^0 (\delta) ) \)) as well as possible. In such a scenario, an agent \( v_i \in \text{AOC}\( ^{CLP} \) can be further characterized by a three-tuple \( (\hat{N}^t_i, \hat{\omega}^t_i, \hat{\phi}^t_i) \) where:

- \( \hat{N}^t_i = \{ j : (i, j) \in \hat{E}^t \} \) is the neighbor set of node \( i \) in the \( t \)th predicted network \( \hat{E}^t \). Thus the neighbor set of node \( i \) in the corresponding projection network \( \hat{P}^t (L) \) can be defined as:
  \[
  \hat{N}^t_i = \{ j : \exists x \geq 0, t - L + 1 \leq x \leq t, (i, j) \in \hat{E}^x \}. \tag{19}
  \]

Based on the definition of \( \hat{N}^t_i \), the set of reachable nodes associated with node \( i \) is defined as
  \[
  N^t_i [\lambda] = \{ j : \text{dis}_{ij}^t \leq \lambda \}, \tag{20}
  \]
where \( \text{dis}_{ij}^t \) indicates the topological distance between \( i \) and \( j \) in projection network \( \hat{P}^t (L) \).

- \( \hat{\omega}^t_i \) indicates some neighbor of node \( i \) during period \( t \), who is more likely to be disconnected from node \( i \) at the next period, such that:
  \[
  \hat{\omega}^t_i = \arg_{j \in \hat{N}_i^t} \max \theta_{ij}^t, \tag{21}
  \]
where \( \theta_{ij}^t \) is the relative risk associated with node pair \( (i, j) \) being unconnected in period \( t + 1 \) (see Eq. (13)).

- \( \hat{\phi}^t_i \) denotes some unconnected object from node \( i \) during period \( t \), who is more likely to be connected by node \( i \) in period \( t + 1 \), i.e.,
  \[
  \hat{\phi}^t_i = \arg_{j \in (\hat{N}^t_i \setminus \hat{N}^t_i - \hat{N}^t_j)} \max \phi_{ij}^t, \tag{22}
  \]
where \( \phi_{ij}^t \) is the relative risk associated with node pair \( (i, j) \) being connected in period \( t + 1 \) (see Eq. (14)). In this paper, we assume that each node during every period \( t \) can only catch sight of those nodes within \( \lambda = 2 \) distance in the corresponding projection network \( \hat{P}^t (L) \).

5.2. The evolutionary algorithm

Given an initial static network \( \phi^0 (\delta) = (V, E^0) \), the user-specified time window length \( L \) and maximum iteration number \( P \), and the corresponding maximum partial log-likelihood estimators \( \hat{W}^{M \theta} \) and \( \hat{W}^{R \theta} \), the network evolutionary algorithm (in short as NEA), is computed by a fast iterative process as shown in Algorithm 1.

Since every node is identical, the description of the algorithmic details will be presented from the viewpoint of a single agent. Lines 1–2 initialize AOC\( ^{CLP} \) by characterizing each \( v_i \) using \( (N^0_i, \emptyset, \emptyset) \), where \( N^0_i \) indicates the neighbor set associated with node \( i \) according to the initial network \( \phi^0 \). Lines 3–25 treat the current network, i.e., \( \hat{\Gamma} \), as a discrete-time dynamical system, and iteratively employ the network-transition function based on Eq. (18) to predict the network topology in the next period. During each iteration, Lines 5–11 calculate each node’s most likely lost/new friends (e.g., \( \hat{\omega}^t_i \) and \( \hat{\phi}^t_i \)) in parallel; then in Lines 12–21, the system integrates all potential Nash equilibrium points in the corresponding payoff-matrix, i.e., \( V(i, \hat{\omega}^t_i) \) and/or \( (i, \hat{\phi}^t_i) \), to further uncover the predicted PNE sets w.r.t. MLP and RLP, respectively; finally in Line 22, the future link set is updated by \( \hat{E}^t = \hat{\omega}^t \bigcup \hat{\phi}^t \bigcup \hat{\Gamma} \). The above iterative process will stop when the system time reaches the given maximum iteration number \( P \), thus we get an evolutionary network sequence \( \hat{\Gamma} (\phi^0) \), which starts from the given initial network \( \phi^0 \).

5.3. Complexity analysis

Let \( n, d \) and \( \bar{n}^t \) denote the number of nodes in the initial network \( \phi^0 (\delta) \), the number of dimensions of the feature vector associated with each node pair, and the number of links in the \( t \)th snapshot of the projection network \( \hat{P}^t (L) \). Respectively. We assume that the neighbors of each node are stored in the sorted lists, where each element denotes one neighbor ID of a given node. The average degree of the projection network \( \hat{P}^t (L) \) is then denoted by \( \bar{\kappa}^t = \frac{2\bar{n}^t}{n} \). We remark that during each iteration, the main time cost is dominated by Line 6, i.e., calculating the \( \hat{\omega}^t_i \) for every node pair \( \{(i, j) : j \in N^t_i \} \) associated with every node \( i \), which can be simplified as \( O(nd(\bar{k}^t)^3) \). Therefore, the total time complexity of NEA is the sum of the cost of the \( \bar{P} \) iterations: \( O(\sum_{t=1}^{P}(\bar{k}^t)^3) \). In our simulations, \( \bar{n}^t \) is comparable to, or even less than \( m \) (the number of edges in the initial network) during each iteration; the total computational complexity will shrink to \( O(Pnd(\bar{k})^3) \), where \( \bar{k} = \frac{2m}{P} \) is the average degree of the initial network.

6. Experiment

In this section, we first present some experimental settings, including datasets, baselines and evaluation measures. Then we explore how different covariates affect our approach, and compare our approach with some baselines on different temporal networks.
Algorithm 1: Network Evolutionary Algorithm (NEA).

Require: \[ g^0(\delta) = (V, E^0), L, \mathcal{P}, \mathcal{W}^{M^*}, \mathcal{W}^R; \]
Ensure: The evolutionary network sequence \[ \Gamma(g^0); \]

1: \( t \leftarrow 0; \)
2: \( \forall i \in V, v_i \leftarrow \langle N_0^i, \emptyset, \emptyset \rangle; \)
3: repeat
4: \( \text{parallelized execution} \forall i \in V \)
5: \( \text{Update} \tilde{N}_i^j \text{ and } \hat{N}_i^j \text{ using Eqs. (19) (20)}; \)
6: \( \forall j \in \hat{N}_i^j, \text{ update } \mathcal{F}_j^i; \)
7: \( \forall j \in \tilde{N}_i^j, \theta_j^i \leftarrow (\mathcal{W}^{M^*})^T \mathcal{F}_j^i \text{ (Eq. (13))}; \)
8: \( \forall j \in \hat{N}_i^j, \phi_j^i \leftarrow (\mathcal{W}^R)^T \mathcal{F}_j^i \text{ (Eq. (14))}; \)
9: \( \tilde{\omega}_j^i \leftarrow \arg \max_{j \in \tilde{N}_i^j} \theta_j^i \text{ (Eq. (21))}; \)
10: \( \tilde{\bar{\theta}}_j^i \leftarrow \arg \max_{j \in \hat{N}_i^j, \tilde{N}_i^j} \phi_j^i \text{ (Eq. (22))}; \)
11: \( \tilde{\gamma}_i^j \leftarrow \tilde{\gamma}_i^j \text{.insert}(i, \tilde{\omega}_j^i), \tilde{\gamma}_i^j \text{.insert}(i, \tilde{\bar{\theta}}_j^i); \)
12: \( \text{for each } (i, \tilde{\omega}_j^i) \in \tilde{\gamma}_i^j \text{ do} \)
13: \( \text{if } \tilde{\gamma}(j, \tilde{\omega}_j^i) \in \tilde{\gamma}_j^i, \langle i, \tilde{\omega}_j^i \rangle \text{ then} \)
14: \( \tilde{\gamma}_i^j \text{.delete}(i, \tilde{\omega}_j^i); \)
15: \( \text{end if} \)
16: \( \text{end for} \)
17: \( \text{for each } (i, \tilde{\bar{\theta}}_j^i) \in \tilde{\gamma}_i^j \text{ do} \)
18: \( \text{if } \tilde{\gamma}(j, \tilde{\bar{\theta}}_j^i) \in \tilde{\gamma}_j^i, \langle i, \tilde{\bar{\theta}}_j^i \rangle \text{ then} \)
19: \( \tilde{\gamma}_i^j \text{.delete}(i, \tilde{\bar{\theta}}_j^i); \)
20: \( \text{end if} \)
21: \( \text{end for} \)
22: \( \tilde{E}^{t+1} \leftarrow \tilde{E}^t - \tilde{\gamma}_i^j \text{.insert}(\tilde{\gamma}_i^j); \)
23: \( \Gamma \text{.insert}(\tilde{E}^{t+1}); \)
24: \( t \leftarrow t + 1; \)
25: until \( t \leq \mathcal{P}. \)
26: return \( \Gamma(g^0); \)

6.1. Experimental settings

6.1.1. Datasets

In this paper, we manually generate a set of \( \epsilon \)-adjacent network sequences, which are derived from four temporal datasets on Stanford Network Analysis Platform (SNAP).\(^1\) Specifically, Math, Ask, Super and Stack are four temporal networks of interactions on the stack exchange web sites: Math Overflow, Ask Ubuntu, Super User and Stack Overflow, respectively. For each dataset, there are three different types of interactions represented by a temporal link \( (i, j, \tau) \): 1) user \( i \) answered user \( j \)'s question at time \( \tau \); 2) user \( i \) commented on user \( j \)'s question at time \( \tau \); and 3) user \( i \) commented on user \( j \)'s answer at time \( \tau \). The summary statistics of the raw temporal datasets described above are shown in Table 2, where the time resolution of the temporal links in all datasets is one second. Here we do not distinguish the direction on each temporal link, thus one specific \( (i, j, \tau) \) tuple can induce an undirected and unweighted link.

Here we present the structural analysis of the initial \( \delta \)-networks derived from the four temporal datasets in Table 2 with \( \delta = 365 \) days. Specifically, with each raw temporal dataset, we first constructed an undirected and unweighted network using the data tuples in the first one year; and then extracted the maximal connected subgraph as the corresponding initial \( \delta \)-network. The detailed statistical characteristics associated with the four induced \( \delta \)-networks are shown in Table 3 and Fig. 4, from which we can obtain a few empirical observations: 1) all these networks possess the "small world" property [37] (i.e., small diameter and average path length) and 2) the "scale-free" property [3] (i.e., power law degree distribution); moreover, 3) they all have a high clustering coefficient [31].

Given the four induced \( \delta \)-networks in Table 3, we further generate the corresponding \( \epsilon \)-adjacent network sequences with \( \epsilon = 2\% \). We choose \( 2\% \) for the duration sliding rate as \( \delta \cdot \epsilon \approx 7 \) days is close to the average maximum time window for a user to take part in the three types of interactions in most of our datasets. Fig. 5 shows the movements of the numbers of static links in the three link sets (i.e., \( \mathcal{E}^t, \mathcal{M}^t \) and \( \mathcal{R}^t \)) along the corresponding \( \epsilon \)-adjacent network sequences, where \( \epsilon = 2\% \). Here, the x-axis represents the period index, and y-axis indicates the number of static links. As can be seen in Fig. 5, all the link number curves have the very similar downward trend, that is, they drop nearly continuously regardless of the dataset.

\(^1\) http://snap.stanford.edu/data/index.html.
Table 2
Summary statistics of raw temporal datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th># nodes</th>
<th># temporal links</th>
<th>time span (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math</td>
<td>24,818</td>
<td>506,550</td>
<td>2350</td>
</tr>
<tr>
<td>Ask</td>
<td>159,316</td>
<td>964,437</td>
<td>2613</td>
</tr>
<tr>
<td>Super</td>
<td>194,085</td>
<td>1,443,339</td>
<td>2773</td>
</tr>
<tr>
<td>Stack</td>
<td>2,601,977</td>
<td>63,497,050</td>
<td>2774</td>
</tr>
</tbody>
</table>

Table 3
Statistical characteristics associated with the four induced δ-networks (δ = 365 days): n - the number of nodes; m - the number of static links; ⟨k⟩ = \( \frac{2m}{n} \) - the average degree of the network; c - the clustering coefficient of the network; d - the diameter of the network; ⟨dis⟩ - the average path length of the network.

<table>
<thead>
<tr>
<th>δ-networks</th>
<th>n</th>
<th>m</th>
<th>⟨k⟩</th>
<th>c</th>
<th>d</th>
<th>⟨dis⟩</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math</td>
<td>4199</td>
<td>21,273</td>
<td>9.981</td>
<td>0.173</td>
<td>9</td>
<td>3.454</td>
</tr>
<tr>
<td>Ask</td>
<td>7084</td>
<td>23,520</td>
<td>6.415</td>
<td>0.097</td>
<td>10</td>
<td>3.825</td>
</tr>
<tr>
<td>Super</td>
<td>13,733</td>
<td>60,454</td>
<td>8.574</td>
<td>0.054</td>
<td>11</td>
<td>3.789</td>
</tr>
<tr>
<td>Stack</td>
<td>46,232</td>
<td>563,699</td>
<td>24.386</td>
<td>0.044</td>
<td>7</td>
<td>2.916</td>
</tr>
</tbody>
</table>

Fig. 5. The movements of the numbers of static links in the three link sets (i.e., \( E^t \), \( M^t \) and \( R^t \)) along the corresponding ϵ-adjacent network sequences, where ϵ = 2%.

and the link type. For every dataset and every period \( t \geq 1 \), \( |E^t| \) is about two orders of magnitude larger than \( |M^{t+1}| \) and three orders of magnitude larger than \( |R^{t+1}| \), indicating that there are very small proportions of the links disappearing from (nearly 1%), or appearing in (nearly 0.1%) the current/next snapshot of dynamic network. More interestingly, when \( t \leq 100 \), \( |M^t| > |R^t| \), implying that more links are disappearing from the previous network; and this asymmetrical trend will be significantly improved when \( t \) exceeds 150 in most datasets except Stack.

In follow-up experiments, we will apply the network evolutionary algorithm as introduced in Algorithm 1 on the four induced δ-networks in Table 3. The corresponding ϵ-adjacent network sequences in Fig. 5 will be viewed as the baseline information, which can be used to evaluate the performance of our proposed approach.
As shown in Fig. 6, most PCC scores are located between $-0.05$ and $0.05$, indicating that a majority of the proximity indices cannot separate the newly formed/discarded links. This lack of separation is one indication that a predictor which combines information from several proximity indices might improve the performance of the link prediction problem. Fig. 6 also reveals that the manner in which the predictors should be combined is not as straightforward as one might envision. This is a result of the large class imbalance between the number of potential node pairs for new links and the actual numbers of new links formed, which is a common occurrence in large-scale networks. To sum up, the choice of which proximity indices to include may largely depend on the raw temporal dataset, as well as the topological structure of the initial $\delta$-network.

For the sake of comparison, we will compare our network evolutionary algorithm with a plethora of well-known supervised learning frameworks, which can effectively combine different proximity indices for the link prediction problem. Specifically, five different classification algorithms, such as Logistic Regression (LR), SVM-Light (SVM), C4.5, Multilayer Perceptron Neural Network (MPNN) and Naive Bayes (Bayes), are selected as baseline tools. With each coupled network pair, i.e., $(E^{t-1}, E^t)$, on the corresponding $\epsilon$-adjacent network sequence (see Fig. 5), we incrementally form two kinds of...
labeled training datasets as follows: we label all the links in \( M^\ell \) as positive training instances. For other links in \( E^{\ell-1} - M^\ell \), we randomly sample a set of instances, as many as positive ones, and label them as negative training instances. The features for each of these instances are constructed using the proximity functions in Section 3.2 on the corresponding projection network, i.e., \( P^{\ell-1}(L) \). A classifier is then trained on this labeled training set for missing link prediction. Along the same line, one can form another kind of labeled training dataset for newly-formed link prediction. Finally, we iteratively employ the trained classification models and the network-transition function in Eq. (18), to predict a network evolution sequence starting from each of the initial \( \delta \)-network as shown in Table 3.

6.1.3. Evaluation metrics

Given the extracted \( \epsilon \)-adjacent network sequence \( \Gamma^\ast = \{ E^1, E^2, \ldots, E^T \} \), let \( \Gamma = \{ E^1, E^2, \ldots, E^p \} \) denote the predicted network evolution sequence which contains \( p \) coupled sequential networks. The forecast accuracy can be measured by comparing the similarity of these two network sequences. Inspired by the classic evaluation method in community detection field [5,7,10], the first metric is the Average F1 Score, which is defined as the following form:

\[
\text{AvgF1} = \frac{\sum_{\tau} \max_{\tau} \sum_{E^\ell, E^{\tau}} \text{F1}(E^\ell, E^{\tau})}{2T}
\]

(23)

where \( \text{F1}(E^\ell, E^{\tau}) \) denotes the F1 score between link sets \( E^\ell \) and \( E^{\tau} \). Thus, \( \text{AvgF1}(\Gamma, \Gamma^\ast) \) is the sum of the average F1 score of the best-matching real network snapshot to each predicted one, and the average F1 score of the best-matching predicted network snapshot to each baseline one.

To measure the alignment between the predicted network evolution sequence and the baseline sequence, we further consider the modified version of the Kendall tau rank distance. Let \( \text{IndexSeq}(\Gamma, \Gamma^\ast) = \{ \tau_1, \tau_2, \ldots, \tau_T \} \) denote the best-matching index sequence, where \( \tau_t = \max_{\tau} \text{F1}(E^\ell, E^{\tau}) \) indicates the period index of the best-matching baseline network snapshot to the \( t \)th network snapshot on the predicted network evolution sequence \( \Gamma \). The Kendall’s Tau Coefficient (KTC) associated with \( \text{IndexSeq}(\Gamma, \Gamma^\ast) \) is defined as

\[
KTC = \frac{C - D}{\frac{1}{2}(P^2 - 1)}
\]

(24)

where \( C \) is the number of concordant pairs (e.g., \( \{ (\tau_t, \tau_{t'}) | \tau_t < \tau_{t'} \} \) ) and \( D \) is the number of discordant pairs (e.g., \( \{ (\tau_t, \tau_{t'}) | \tau_t > \tau_{t'} \} \) ). The range of \( KTC \) is between \(-1 \) and \( 1 \), with \( KTC = 1 \) indicating the perfect agreement, and \( KTC = -1 \) denoting the reversed situation.

6.2. Significance analysis of the selected covariates

In this paper, a specialized statistical software, SPSS, has been employed to evaluate \( \mathbf{W}^M \) and \( \mathbf{W}^R \), through carrying out the Cox PHM analysis on the corresponding survival datasets, i.e., \( \Omega^M \) and \( \Omega^R \), derived from each temporal network respectively. In using the Cox PHM in SPSS, it does not have to take a specific form of distribution of the baseline hazard function, thus \( h_0(t) \) in Eq. (2) can be ignored in SPSS. For each temporal dataset in Table 2, we generated two survival datasets, using SDGM-MLP (see Definition 10) and SDGM-RLP (see Definition 11), by setting \( \delta = 365 \) days, \( \epsilon = 2\% \) and \( T = 50 \).

Here, we first focus on the survival analysis on Math. The first survival dataset (i.e., \( \Omega^M \)) includes 32,742 subjects and the second one (i.e., \( \Omega^R \)) covers 122,875 subjects. Both \( \Omega^M \) and \( \Omega^R \) are excluded the censored subjects, as we only care about the relative “risk” associated with the selected eighteen covariates. Covariates are assessed based on whether they have a significant effect on the defined “events”, and this is done through the Statistical Hypothesis Test. The Hypothesis Test includes a null hypothesis and an alternative hypothesis. The Sig value, is a statistical tool for significance testing, and is adopted here in the Hypothesis Test. A predetermined significance level is set as 0.05, meaning when the Sig value is below 0.05, the null hypothesis is rejected because the chance of the null hypothesis being true is too small. In contrast, when the Sig value is greater than 0.05, the null hypothesis should be accepted. The coefficient of the covariate is estimated by employing the Maximum Log-Likelihood Estimation method (see Eqs. (11), (12)).

Table 4 shows the results produced from the Cox PHM analysis on \( \Omega^M \) derived from Math using SPSS, where SE is the standard error of \( \mathbf{w}^M \). Wald is the value of the Chi-Square test statistics \( \{ \text{Wald} = \frac{\mathbf{w}^M}{SE(\mathbf{w}^M)} \} \), which statistic evaluates whether the coefficient of a given variable \( \mathbf{w}^M \) is statistically significantly different from 0; \( \exp(\mathbf{w}^M) \) indicates the relative risk w.r.t. the unit increase of \( \mathbf{w}^M \). The “backward Likelihood Procedure” option has been chosen in SPSS in order to delete the covariates which are not significantly correlated with the “event” of link missing. Five steps have been taken in SPSS for the coefficient estimation of \( \mathbf{W}^M \). In Step 1, the significance of all covariates was analyzed simultaneously. As the Sig values of some covariates were found to be larger than the predetermined significance level 0.05, they were ignored in the process of “backward Likelihood Procedure” regression. We continued this process to Step 5, as the Sig values of all of the rest of the covariates were less than 0.05, their effects were assumed to be significant for MLP; moreover, the Wald values of all these covariates all exceeded 10. To further identify the most significant “dangerous” covariates, their \( \exp(\mathbf{w}^M) \) values were compared. From the sixth column of Table 4, we found that So, HP and CN are the three positively relevant covariates w.r.t. the event of link missing. On the contrary, Sa and AA are negatively correlated with the link missing event. The maximum partial log-likelihood estimator for RLP is shown in Table 5, which is obtained after Step 6.
Table 4
The maximum partial log-likelihood estimator for MLP ($\hat{W}^M$) on Math, where $\delta = 365$ days, $\epsilon = 2\%$ and $T = 50$. The bold covariates show to be positively correlated with the link missing event, while the bold italic ones are negatively correlated.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>$\hat{W}^M$</th>
<th>SE</th>
<th>Wald</th>
<th>Sig</th>
<th>$\exp(\hat{W}^M)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN</td>
<td>0.04</td>
<td>0.01</td>
<td>718.147</td>
<td>0.000</td>
<td>1.04</td>
</tr>
<tr>
<td>Sa</td>
<td>-7.56</td>
<td>0.74</td>
<td>104.22</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>So</td>
<td>5.58</td>
<td>0.72</td>
<td>60.85</td>
<td>0.00</td>
<td>265.04</td>
</tr>
<tr>
<td>HP</td>
<td>1.07</td>
<td>0.09</td>
<td>153.45</td>
<td>0.00</td>
<td>2.93</td>
</tr>
<tr>
<td>AA</td>
<td>-0.20</td>
<td>0.04</td>
<td>30.15</td>
<td>0.00</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 5
The maximum partial log-likelihood estimator for RLP ($\hat{W}^R$) on Math, where $\delta = 365$ days, $\epsilon = 2\%$ and $T = 50$. The bold covariates show to be positively correlated with the link reconnection event, while the bold italic ones are negatively correlated, while the covariates with missing values are independent from the related events.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>$\hat{W}^R$</th>
<th>SE</th>
<th>Wald</th>
<th>Sig</th>
<th>$\exp(\hat{W}^R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 6</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JC</td>
<td>-11.91</td>
<td>4.12</td>
<td>8.35</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Sa</td>
<td>-2.64</td>
<td>0.58</td>
<td>20.61</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>So</td>
<td>9.56</td>
<td>2.56</td>
<td>14.00</td>
<td>0.00</td>
<td>14194.70</td>
</tr>
</tbody>
</table>

Table 6
The maximum partial log-likelihood estimators for MLP and RLP on the four temporal datasets in Table 2, where $\delta = 365$ days, $\epsilon = 2\%$ and $T = 50$. The bold covariates show to be positively correlated with the link missing/reconnection event, the bold italic ones are negatively correlated, while the covariates with missing values are independent from the related events.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Math</th>
<th>Ask</th>
<th>Super</th>
<th>Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{W}^M$</td>
<td>$\hat{W}^R$</td>
<td>$\hat{W}^M$</td>
<td>$\hat{W}^R$</td>
</tr>
<tr>
<td>CN</td>
<td>0.04</td>
<td>-</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>Sa</td>
<td>-7.56</td>
<td>-2.64</td>
<td>-5.00</td>
<td>-2.01</td>
</tr>
<tr>
<td>So</td>
<td>5.58</td>
<td>9.56</td>
<td>9.88</td>
<td>42.20</td>
</tr>
<tr>
<td>HP</td>
<td>1.07</td>
<td>-</td>
<td>0.37</td>
<td>-</td>
</tr>
<tr>
<td>HD</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LN</td>
<td>-</td>
<td>6.23</td>
<td>-</td>
<td>2.15</td>
</tr>
<tr>
<td>PA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AA</td>
<td>-0.20</td>
<td>-</td>
<td>0.51</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

Table 5, all the reserved covariates were significantly correlated with the interesting event, i.e., the edge formation by the pair of two previously unconnected nodes. One can observe that So is the most positively relevant covariate for the event of link reconnection; while JC and Sa are the two negatively relevant ones.

One can take the similar analysis processing on the other three datasets, to learn the corresponding maximum partial log-likelihood estimators for MLP and RLP, respectively. Due to the page limit, we only present the final learned estimators in Table 6. Among all the benchmark datasets, PA shows to be independent from the link appearance event. This finding is incompatible with existing studies on the preferential attachment model, which assumes that the probability that a new link is connected to the node $i$ is proportional to $k_i$. In this work, we only focus on the network dynamics around a set of known nodes (e.g., nodes in the initial $\delta$-network), but ignore the link formation caused by those unknown external nodes. Under this new scenario, the traditional preferential attachment model [3], which is used to generate evolving scale-free networks, may not be applicable.

6.3. Evaluation of link prediction performance

First, we fix $T = P = 100$, and perform Algorithm 1 on the four $\delta$-networks as shown in Table 3. Fig. 7 presents the $100 \times 100$ F1 matrices on these four networks, where the x-axis indicates the iterative round of our approach, and the y-axis represents the period number in the baseline network evolutionary sequence, thus each pixel, i.e., $(x, y)$, represents the F1 score between link sets $E^x$ and $E^y$. From Fig. 7, one can observe that in the first half of the iterations, our approach can achieve relatively high accuracy, i.e., the predicted link sets can well match the baseline ones between periods 1 and 20; however, the prediction accuracy will decrease linearly as $x$ increases to 50. Different from existing link prediction approaches, this paper focuses on predicting the network evolutionary sequence starting from a given $\delta$-network. As in the process of prediction, the $x + 1$th link set is only based on the network topological information in period $x$; with this setting, the prediction error will be gradually enlarged. Another interesting observation from Fig. 7 is that the best-matching
Fig. 7. The F1 matrices on the four networks, where the x-axis indicates the iterative round, and the y-axis represents the period number in the real network evolution sequence, thus each pixel, i.e., (x, y), represents the F1 score between link sets $E^x$ and $E^y$.

real network snapshot to each predicted one often shows to be overdue. This is because in our approach, the missing links and reconnected links are generated by the two-way choosing mechanism (i.e., finding the Nash equilibrium points in the corresponding payoff matrices), we remark that this setting might be too conservative; in other words, the predicted numbers of missing and reconnected links are much lower than the real ones.

Next, we quantitatively evaluate the quality of predicted network sequences, and give an overall comparison of all the approaches in terms of AvgF1 and KTC. As shown in Fig. 8, we compare our approach with some classic supervised learning methods, such as Logistic Regression (LR), SVM-Light (SVM), Decision Tree (C4.5), Multilayer Perceptron Neural Network (MPNN), and Naive Bayes (Bayes), on predicting the network evolution sequence. Clearly, in terms of AvgF1, our approach lightly outperforms all baseline methods. Most supervised learning methods are shown to be sensitive to the test networks, i.e., MPNN only performs well on Stack, but cannot accurately predict the network evolution in three other networks. As reported by Zhu et al. [43], supervised learning methods always suffer from the class imbalance problem, although existing attempts show that these approaches can achieve good performance on missing link prediction, they cannot thoroughly handle the problem of new link prediction. When we turn to KTC, most baseline approaches, except MPNN, perform poorly on all test networks, as they cannot control the trade-off between true and false positive rates. By introducing the game theory based two-way selection mechanism, our approach can accurately filter out most relevant links or node pairs. In spite of the sacrifice of recall score, our approach can achieve high precision score during each iteration. This relatively conservative prediction method is more fault-tolerant, thus performs better in terms of KTC as shown in Fig. 8.

We finally compare our approach with other baseline tools on the prediction time, the details are reported in Fig. 9, where the y-axis represents the total prediction time consumed by each approach in 100 iterations of continuous prediction. In this experiment, we consider the parallelized version of our approach by using four threads, which can keep the four
cores of the processor active. Since the differences between the fast and the slow algorithms are the orders of magnitude, multi-threading does not alter the conclusions. As shown in Fig. 9, our approach executes fast, and obtains at least a twice greater speed than other baseline tools. By employing the Cox PHM, our approach can select out most relevant features for link prediction; in other words, instead of considering all features, our method only needs to compute a small number of features associated with each node pair. On the other side, a clever game theory based two-way selection mechanism is employed in our link prediction framework; thus our approach can be effectively parallelized due to the fact that the computation of the link features associated with each node is independent.

7. Conclusion

Recently, temporal networks are ubiquitous and link prediction in temporal networks has attracted tremendous research interests, aiming to infer new interactions (links) among nodes that are likely to occur in the near future. Traditionally, in real-world temporal networks, link prediction may use structural properties of the network (i.e. nodes close proximity) or assumptions derived from observations (i.e. smooth evolution) to predict missing links in current networks and new or dissolution links in future networks, which is important in, for example, mining and analyzing the evolution of social networks. Existing traditional approaches need to unify these factors to strive for the spatial and temporal consistency in a dynamic network. To overcome this limitation, this paper proposes a novel framework to study the network evolution of the real-world temporal networks. To simplify the problem, we assume that nodes present across all periods are fixed; along this line, the network evolution prediction can be translated into the link prediction problem, i.e., given a network evolution sequence in a fixed period of time, how to predict the future missing and/or reconnected links. Unlike the classic link prediction problem, this paper focuses on predicting a network evolution sequence which can match the real one as closely as possible. Like existing supervised approaches, we choose a set of neighborhood based proximity functions to generate the feature vectors of node pairs in the observation networks; and further employ the Cox PHM to estimate the coefficients of the covariates. To reconcile the prediction effectiveness and the computational complexity, a novel game theory based two-way selection mechanism is proposed to compress the searching space from $O(n^2)$ to $O(n(k)^2)$. Experiments on real-world temporal networks have demonstrated the effectiveness of our approach. To our best knowledge, this is the first work which combined the use of the survival analysis model and the game theory model to address the link prediction problem.
in the study of temporal networks. One direction of our future work is to integrate more external information; such as node attributes [6,8] and/or community structure [9], into the Cox PHM, so as to promote the prediction accuracy.
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